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Introduction 

Forests are invaluable natural resources that provide numerous ecosystem services, including 
timber production, biodiversity conservation, carbon sequestration, and recreational

opportunities. 

Accurate and timely information on forest characteristics is essential for effective forest 
management and conservation efforts Regression algorithms have been widely utilized to 

extrapolate field data and create detailed maps of forest characteristics

In this research, the performance of four machine learning algorithms (KNN, RF, 
CART, and GBTA) was compared in their ability to predict forest attributes utilizing 

remote sensing data. 



Aims and Goals:

⮚ Validate the predicted forest characteristics by comparing them 
with independent ground truth data collected from representative 
forest plots, ensuring the reliability and accuracy of the model
predictions and providing robust support for their application in 
forest management and conservation decision-making processes. 

► Analyze and compare different scenarios for the CART and RF models 
by varying the number of trees in each model, ranging from a 
minimum suggested number to a maximum suggested number, in 
order to assess the influence of model complexity on the accuracy of 
forest characteristic predictions

⮚ Evaluate the impact of different resolutions (10, 50, and 100) of the 
integrated remote sensing and field-based data on the accuracy of the 
model predictions to determine the optimal resolution for capturing 
fine-scale forest attributes. 



We focused on all forests in 

Romania and we used  the 

”Fortress-hill Lempes –

Harman marsh” site (ROSCI 

0055 Dealul Cetăţii Lempeş -

Mlaştina Hărman) as area 

for independent validation

Study area



Methodology 



Methodology 

This study utilized both traditional forest 

inventory tools and a mobile LIDAR device, 

including the vertex logger IV for tree height

and forestry tape for measuring diameter at 

breast height (DBH). 

There were 1326 samples of different areas (e.g. 500 sqm., 300 sqm.) 

chosen based on criteria such as tree density and spatial distribution, 

with a specific emphasis on forests designated for thinning and selective 

logging activities.



Results at national level

Within our study, we undertook an assessment of the performance of 
multiple algorithms in predicting diverse forest attributes using the 30%

out of 1350 sample plots acting as validation plots, by employing 
statistical metrics such as R-squared (R2), Root Mean Squared Error 

(RMSE), Mean Absolute Error (MAE) and relative Root Mean Squared 
Error (rRMSE).

Our results reveal that the GBTA, RF, KNN, and CART algorithms display 
distinct levels of performance when it comes to forecasting forest 

attributes

The GBTA algorithm has consistently demonstrated remarkable
performance in predicting forest attributes. Specifically, this model 

exhibited a noteworthy improvement in its ability to explain the 
variability in predicted values as the number of suggested trees 

increased. 

This improvement was indicated by the increase in R-squared 
values. For instance, when the algorithm employed 100 trees for 

volume estimation, it achieved an R-squared value of 
approximately 0.66. However, when the number of trees was 

increased to 2500, the R-squared value substantially improved to 
0.92. This increase implies that as the GBTA algorithm utilizes a 
higher number of trees, it becomes more proficient at capturing 

complex relationships and patterns inherent in the data. 



The KNN algorithm achieved a significantly 
lower R-squared value of 18.62% for volume 

prediction, indicating a limited ability to explain 
the variance in volume predictions. The KNN

algorithm operates by first preparing a labeled 
dataset with input features and corresponding

target values. 

When predicting a new data point, it identifies the k nearest 
neighbors based on a similarity metric, such as Euclidean

distance. The predicted value is then determined either by 
taking a majority vote or calculating the average of the target

values of the k neighbors



To evaluate the accuracy and reliability of the 
predictions, independent ground truth data that 

were not used during the model training and 
evaluation process were employed. 

RF's very good performance in predicting basal area can be 
attributed to its unique capabilities in capturing and 

modeling the complex relationships and patterns specific to 
this attribute.

Unlike linear models, RF excels at capturing the nonlinear 
dependencies that exist between various attributes and basal 

area. This is crucial for basal area estimation, as it is influenced 
by a combination of factors such as DBH, tree height, crown 

characteristics, and site conditions. RF's ensemble of decision 
trees allows it to effectively consider and combine the effects of 

these attributes, resulting in more accurate and robust 
predictions

Among the algorithms considered, the RF, GBTA 
algorithms with a maximum number of suggested 
trees demonstrated outstanding performance in 

predicting various forest attributes during the 
evaluation with initial validations data. These models 

outperformed the other algorithms in terms of R-
squared values, MAE, and rRMSE.Independent validation at local level



In our study, we observed significant differences in the 
predictions of all the algorithms for all attributes at both 

10m and 50m resolutions. This indicates that the 
algorithms responded differently to the increased level 

of detail provided by the smaller pixel sizes. The 
variations in the predictions suggest that each algorithm

processed the large dataset captured at these 
resolutions in a unique way, leading to more complexity 

in the relationships between the variables

The algorithms may become less sensitive to localized
changes and variations, as the larger resolution 

averages out the characteristics of larger areas. In our 
study, we found that at a 100m resolution, the 
predictions of all attributes exhibited notable 

differences among the algorithms only for the diameter 
at breast height (DBH) attribute



Similarly, the Gradient Boosting Algorithm (GBTA) 
exhibited similar observations when it came to 

predicting volume and basal area. Regardless of the 
pixel size, the GBTA model consistently provided 

accurate predictions for these attributes. 

This further reinforces the notion that this 
algorithm is relatively insensitive to changes. 
It demonstrates a consistent performance in 

capturing and analyzing the relevant 
features and patterns associated with 

volume and basal area, regardless of the 
spatial resolution. 



► The impact on the predictions became notably
evident when examining the DBH and H attributes,
particularly in the algorithms CART and GBTA. The
predictions for these attributes showed significant
differences, indicating that pixel size played a
crucial role in the accuracy of these predictions.

⮚ The observed variations suggest that further
analysis is necessary to delve deeper into the
behavior of the CART and GBTA algorithms in
predicting DBH and H.



Summary 
This study examines the potential of machine learning algorithms and remote 

sensing data in predicting forest attributes for improved forest management and 

conservation decision-making. The random forest regression (RF) and gradient 

boosting tree algorithms (GBTA) consistently demonstrate high prediction

accuracy and strong predictive power across various forest attributes. 

Presentation title 13

Validation data confirm the robustness of RF and GBTA algorithms. According to our 

study the utilization of the GBTA algorithm occurred as a reliable tool for forest attribute 

estimation and emphasizes the broader implications of accurate attribute estimation for 

effective forest management, conservation, and sustainable resource utilization.


